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Topics

* Virtualization
* Monitoring Distributed Systems
e Bioinformatics Applications in The Cloud



Virtualization

Hypervisor and Resource Virtualization



Virtualization

e Definition

 Terminology

e Type of virtual machine monitors (hypervisors)
e CPU virtualization

* Memory virtualization

* |/O virtualization



Virtualization is

e a process of creating virtualized :
environment with additional Linux
interface so that operating
systems can run with the virtual Hardware
resources separating from
physical hardware.

e |n virtualization, the additional
interface is hypervisor (also
called virtual machine monitor)
which creates a virtual
machine(s).

Windows

Hardware

Windows

VM2

Hypervisor

Hardware




Hypervisor (VMM)

* Type 1 Hypervisor (Bare metal)

Linux Windows
e Tied with physical hardware VM VM
without operating system
* Install virtual instance using Hypervisor

management console

e VMWare vSphere, Microsoft
Hyper-v

Hardware




Hypervisor (VMM)

e Type 2 Hypervisor (Hosted _ _
. Linux Windows
Hypervisor) VM VM

e Tied with a physical machine on ]

e Hypervisor runs on the operating !
system like other normal software
e.g. Microsoft Word, Adobe

e VirtualBox, VirtualPC, VMware
Workstation



Terminology

e Guest OS/ Host OS

e Hypervisor (also Virtual Machine Guest 0S Guest 0S
Monitor, VMM)

e Virtual Machine (VM)

. . . H 1
. . . Operating System
e paravirtualization
Hardware

e Hardware-assisted (HVM)
e Unmodified guest
e Xen, VMware offers virtualization



Resource virtualization

 CPU

* Memory

e Network (/O devices) .

1
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CPU Virtualization

e X86 architecture

e Full virtualization

* Paravirtualization

 Hardware-assisted virtualization

e Ring privilege level — assembly instruction set



Ring privilege level

e x86 architecture

e Memory, CPU, |I/O ports
protected

Least privileged

* Operating system
e Kernel code runsinring 0

e User application Most privileged

* Runsinring 3

Device drivers

Device drivers

* Most modern x86 kernels use
only two levels ring 0 and 3

Applications

Privilege rings for the x86 available in protected mode

Image source: Wikipedia.org



Full Virtualization

» Unmodified guest OS

.. : : Privileged instruction
* Privileged instructions
intercepted and translated by .

VMM

Execution of user requests

e Binary translation by VMware '
" (guestOSisinting 1, MM s n 0)
Interception Translation

CPU Memory |/O devices




Paravirtualization

 Modified guest OS

e Kernel and driver
e Better performance but
compatibility issue
* VMWare VMI, Xen PVOPS

User Native
Apps Drivers
Frontend Backend
drivers drivers
(PV) (PV)
Modified Guest OS Hypervisor Hardware

Xen'’s para-virtualization with control domain (domO)

Barham, Paul, et al. "Xen and the art of virtualization." ACM SIGOPS Operating
Systems Review 37.5 (2003): 164-177



Hardware-assisted Virtualization

e |Intel VT'X, AMD-v User Apps User Apps Ring 3

 No binary translation
 Virtual Machine eXtension Ring -1

(VMX Root)

* New privilege level beneath Ring
0



CPU Supports for Hardware Acceleration

e INTEL VTX -> vmx
e AMD-V -> svm

S egrep '(vmx|svm)' /proc/cpuinfo

flags : fpu vme de pse tsc msr pae mce cx8 apic sep mtrr pge mca cmov pat pse36 clflush dts
acpi mmx fxsr sse sse2 ss ht tm pbe syscall nx Im constant_tsc arch_perfmon pebs bts rep_good
aperfmperf pni dtes64 monitor ds_cpl vmx smx est tm2 ssse3 cx16 xtpr pdcm sse4_1 xsave lahf_Im

tpr_shadow vnmi flexpriority

Check virtualization support in Linux



Different Approaches to Virtualization

Full Virtualization Para-Virtualization Hardware-assisted
Virtualization

Technique Trap and translation for Kernel and driver VM Exit to VMX Root
privileged instructions modification in OS mode on privileged
e.g. binary translation by  e.g. pv driver, hypercalls instructions
VMware e.g. Intel VT-x, AMD-v
Implementation VMware Workstation, Xen, VMware VMware, Xen, Microsoft,
Win4Lin Pro Parallels
Guest OS Unmodified Modified Unmodified
runsinring 1 runsin ring 0 runsin ring 0
VMM Ring O Below Ring O Ring -1
Compatibility With kernel and driver Hardware acceleration

support (OS modification) (vmx, svm)

Horne, Chris. "Understanding Full Virtualization, Paravirtualization, and Hardware Assist." White paper, VMware Inc (2007).



Memory Virtualization

* |[n a traditional execution,
1-stage mapping

* Memory Management Unit
(MMU) stores a cache

* Translation Lookaside Buffer
(TLB) is the cache

e Page Table stores mapping
information

Process

Virtual Physical
Memory Memory
(VA) (PA)

—one_1

mapping




Memory Virtualization

e 2-stage memory mapping
e Overhead

e 2"d page table to store the
mapping between PA and MA in

hype rVisor Virtual Physical Machine
Process Memory Memory Hypervisor Memory
%Y (PA) (MA)

e Shadow Table used to store

direct mapping from VA to MA =1 L. |

(or HA) mapping mapping

© Orectlookw



Memory Virtualization (Hardware-assisted)

« AMD's RVI (Rapid Virtualization

IndeX|ng) Virtual Physical Machine
* Intel's EPT (Extended Page Table) [ = Bl - Bl REed

EPT /
RVI

TLB

VA VPID
(Virtual
Processor
[5)]



/O Virtualization

e Device emulation

e Mapping |/O addresses

Guest OS Hypervisor Hardware

 Multiplexing

Emulation/

Virtual device

drivers Remapping/ mmmms Real devices

Multiplexing

. . Real device
Virtual devices .
drivers

V. Chadha, R. lllikkal, R. lyer, I/O Processing in a virtualized platform: a simulation-driven approach, in: Proceedings of the 3rd International Conference on Virtual Execution
Environments (VEE), 2007
Y. Dong, J. Dai, et al., Towards high-quality I/O virtualization, in: Proceedings of SYSTOR 2009, The Israeli Experimental Systems Conference, 2009.



/O Virtualization (Xen)

e Control Domain (Domain 0)
e Domain U for Guest OSes (VMs)

Guest Domain 1

Guest Domain 2

Interface to
driver domain

£

> Interface to
driver domain

r

3

Control + Data

Xen virtual machine environment

Image source: Willmann, Paul, et al. "Concurrent direct network
access for virtual machine monitors." High Performance Computer
Architecture, 2007. HPCA 2007. IEEE 13th International
Symposium on. IEEE, 2007.



/O Virtualization (Hardware-assisted)

e |/O MMU for DMA Address
Translation and protection

* Intel VT-d, VT-c (Virtualization
Technology for Directed 1/0 and

for Connectivity)
e AMD I/O MMU

Virtual Machine (n)

Example Software-based

MO Virluahzation

Virtual Machine (0) Virtual Machine (n) Virtual Machine (0)
I App | | App | [ App | | App | | App ,F_i;g | #‘Eml | App |
'] & L
T ¥ Y
Guest 08 Guest 05 Gu&st}.{?s i Guest DS
[ L] b
" ry 1 o
Oriver for Ditiver for Device T Devicg B
frerl N Eiff.
Virtual Devices Virtual Devices Drivar |hl'l p_| Diriver A E
\alrtljal;.lachlne Monitor (VMM) or Hosting 05 H |
= x I
l Virtual Davices Emulation | - ! i
& & Virtual Machirg Monitor (VMM) or Hosting 0§
= ]
Device A Device B ] ]
Drivar Driver : .
!
aiC F L :
I i IEI.?.-[—T#emap;umg Hardware [ :q' | I
P ]
v : | }J ,t’
Device A Device B Device A Device B
Direct Assignment of /0 Devices

Software Emulation based 1/0 vs. Hardware based
Direct Assignment 1/0

Image source: Intel® Virtualization Technology for Directed I/O (VT-d): Enhancing Intel platforms for efficient virtualization of 1/O devices by TW Burger



Level of Virtualization

e Different level of virtualizations

_ Apllication Level
e Application level (jvm)

¢ JVM
* Library level (WINE)
e OS-level  WINE

* In the C|0Ud, virtualization Operating system level
means server virtualization « Jail
e Server consolidation Hardware abstraction layer (HAL) level

e\Vmware
¢ Virtual PC
e Xen



Summary of Virtualization

e |solation from hardware

e Key component of cloud
computing (but not identical)

e Software, hardware, or hybrid
implementation for virtual
resource management



Monitoring Distributed Systems



Monitoring Distributed Systems

* Background
e Definition
e Design challenges

e Architecture
* Implementation

 Monitoring in the cloud
e Examples



Monitoring is

e A process to collect performance
data and resource usage

* Detect problems
* Notification
e Estimate capacity planning



PC Monitoring

e Standalone PC

* Mac User Activity Monitor
e Windows Performance Monitor

) hyungro@hyungro-desktop: ~/github/iu/bioinfo

da

Linux top command

Activity Monitor

~
o - My P : Q-
U », y Processes | |
it s Inspect Sample Process Show Filter

FID | Process Name & | User % CPU  Threads Real Mem | Kind
143 launchd jehn 0.0 2 1.4 MB Intel (64 bit)
328 librariand john 0.0 2 9.4 MB Intel (64 bit)
78 loginwindow john 0.0 3 16.0 MB Intel (64 bit)
212 mdworker john 0.0 4 13.6 MB Intel (64 bit)
154 pboard john 0.0 1 924 KB Intel (64 bit)
312 [l Photo Booth john 6.7 10 111.7 MB Intel (64 bit)
323 @} QuickTime Player John 0.0 15 58.1 MB Intel (64 bit)

322 QuickTime Plugin (Safari Interne... john 0.1 10 39.7 MB Intel
226 & Safari john 0.0 8 120.6 MB Intel (64 bit)
228 Safari Web Content john 0.1 8 133.7 MB Intel (64 bit)
339 screencapture john 0.0 & 2.6 MB Intel (64 bit)

CPU PSRN Disk Activity | Disk Usage | Network
Free: 513.7 MB o VM size: 172.23 GB
Wired: 211.7 MB | | Page ins: 296.7 MB (0 bytes/sec) r
Active: Page outs: 92 KB (0 bytes/sec)
Inactive: 158.4 MB | | Swap used: 3.1 MB
2.00 GB
Used: 1.50 GB

Image source: apple.com



Grid Monitoring

_ . . Wikimedia Grid M last h
Wikimedia Grid Load last hour thimedra bri emory Last hour

. 50 T
20 k

e Grids and clusters

5 15k
2 S
H S ok =
e Ganglia : o
5 5 k 18

P ol ¥ N, W R S

.
* Nagios e - :
23:30 23: 40 80: 00 gt 2apn [2le (2l

. . P . . H Use Now: 1477 Min: 14 8T Awg: 1477 Max: 1477
O1l-min Mow: 3.1k Min: 2.5k Avg: 3.2k Max: 3. M Share HNow: 0.8 Min: a.a Avg: 0.0 Max: 0.8

@ MNodes MNow:792.0  Min:792.0  Avg:792.0  Max:792.| @ cache Now 18.6T Min: 18.5T Avg: 18.7T  Max 19.1T

o H CPUs Mow: 14.8k Min: 14.8k Avg: 14.68k Max: 14.| @O Buffer Now: 314.26 Min: 314.26 Awg: 314.66  Max: 315.0G
B Procs MNow: 3.1k Min: 2.6k Avg: 3.0k Max: 3. B Swap  Now: 17.46 Min: 17.3G Avg: 17.56 Max: 182G
) d

W Total MNow: 43.2T Min: 42,27 Awg: 43.2T Max: 43 2T

Wikimedia Grid CPU last hour

108
Wikimedia Grid Metwork last hour
B0 7061
E o 6o Mﬂ%
¥ E 5.0 6
o 40 R s i P, VA o GRS, S 0 o U L e WU AP
i
2.0 G
20 2
O 206
] 1.0 G
23: 20 23: 40 00: 08
M User Now: 1L.8% Min: 10.4% Avg: 11.%%  Max: 13.4% e A Eb o TG
O Hice HNow: 1.2% Mim: 1.8% Awvg: 1.2% Max: 1.3% .
W System Now: 2.8% Min: 1.9% Avg: 2.8% Max: 2. 8% @ In Now: 4.1G Min: 3.8G Avg: 4.2G6 Max: 4.7G
O Wait  Now: ©.7% Min: ©.8% Avg: 0.7% Max: @. 7% B Out MNow: 6.0G Min: 5.8G Avg: 6.3G Max: 6.9G
W Steal Now: . 0% Min: ©. 6% Awg: 0.0% Max: 0.0%

Load, Memory, CPU, Network monitoring by Ganglia

Massie, Matthew L., Brent N. Chun, and David E. Culler. "The ganglia distributed monitoring system: design, implementation, and experience." Parallel Computing 30.7 (2004): 817-840.



Design challenges

Scalability
Robustness
Extensibility

e Manageability
Portability

e Overhead

e Security*

Source: Massie, Matthew L., Brent N. Chun, and David E. Culler. "The ganglia distributed monitoring system: design, implementation, and
experience." Parallel Computing 30.7 (2004): 817-840.

;Szganikolas, Serafeim, and Rizos Sakellariou. "A taxonomy of grid monitoring systems." Future Generation Computer Systems 21.1 (2005): 163-



Sources of Event Data

e Sensor (for h/w, s/w ,e.g. CPU, memory, SNMP)
* Application (Monitoring apps, e.g. NetLogger, Autopilot)
e Database (Archive)

e External system (e.g. weather service)

Tierney, Brian, et al. "A grid monitoring architecture." (2002).



Monitoring process

e Sensors for the measurements Generation

of events

e Aggregating the data

e Delivery from source to
destination

Processing

e Consumption (including
visualization) Distribution

Presentation




Grid Monitoring Architecture (GMA)

* Producer
* Provides events

e Consumer
e Receives events

Register interests

. . . Query/response Event
* Directory service (Registry) Subscribe events B ication P for producer
noti i ;

e Lookup service (discovery)

e Establish communication between
consumer and producer

Directory
service

Producer

Register eve

) . . L . Location, etc
Tierney, Brian, et al. "A grid monitoring architecture." (2002).



Level of monitoring systems

e From GMA

e Sensor
e Producer
e Consumer enser
* New components
e Republisher o
e Processing, distribution
Sy

e Hierarchy of republishers
 More than one republisher

Consumer

Producer

Producer

Producer

Taxonomy of monitoring systems

Consumer

Republisher

Hierarchy of
republishers

Consumer

Consumer

Zanikolas, Serafeim, and Rizos Sakellariou. "A taxonomy of grid monitoring
systems." Future Generation Computer Systems 21.1 (2005): 163-188.



Level of monitoring systems

Sensor
e Generation of events
* (Processing)

Producer
* (Generation of events)
e (Processing)
e Distribution

Re-publisher
* Processing
e Distribution

Hierarchy of Re-publishers

* More than on processing and distribution

Consumer
* (Processing)
* Presentation/Consumption

() is optional

Sensor

Sensor

Sensor

Sensor

Taxonomy of monitoring systems

Consumer

Producer

Producer

Producer

Consumer

Re-publisher

Hierarchy of
re-
publishers

Consumer

Consumer

Zanikolas, Serafeim, and Rizos Sakellariou. "A taxonomy of grid monitoring
systems." Future Generation Computer Systems 21.1 (2005): 163-188.



Example. Ganglia Distributed Monitoring
System

e Level 3 client
e Sensor, producer (gmond) C“““ﬁﬂc } dﬂ7
e Hierarchy of Republishers (tree of - gmetad -
ngtad) XML méf'CP

e Consumer (client)

..
, failover producer
XDR over UDP sensor

| I !

| ", |gmond| | gmond gmond | '

| L B ! | L B I

| Node Node Node | | \ Node Node Node | |

) = I
Cluster Cluster

Ganglia Architecture

Massie, Matthew L., Brent N. Chun, and David E. Culler. "The ganglia distributed monitoring system: design, implementation, and experience."Parallel
Computing 30.7 (2004): 817-840.



Monitoring in the cloud

°® CO m p I exity Of t h e i nfra St r u Ct u re | Browse Metrics = Q, Search Metrics X | EC2 > Across All Instances 1ta 7 of 7 Melrics
i n C re a S e d Showing all results (7) for EC2 > Across All Instances

e Shared resources in virtualization

EC2 > Across All Instances
Metric Name

& CPUUtilization

e Different service models (laaS, Saas, — i
Paas) =
e Data center |
e Public service CE o) MRS e e =m0
* Billing / Accounting / Auditing / Profiling A L A | A h | e
 Grid Monitoring System modified for oo | NML\ JLM' JW,WJLW WJWJL e

9 1029 Zoom: 1h | 3h|[6h[12h [1d ]| 3d | 1w | 2w
the cloud (bare-metal) G Gm um sw e
Left axiz units: Percent w Tools
Bl cruUtilization

 Plugin/add-on to grid monitoring Copr L. | Crese e
applications (e.g. Eucalyptus with Nagios)

 Monitoring data from the hypervisor

Amazon CloudWatch screenshot

Image source: aws.amazon.com



OpenStack Ceilometer

e Hypervisor (nova-compute)
provides performance data and
resource allocation data

* Billing system*
* |aaS
* Number of VMs
e Size of CPUs, Memories, Disks (flavors)
e Paa$s
e Task completion time
e Saas

* Application-specific performance
levels, functions

A 4 % Future interfacing
statsd/graphite CloudWatch { with monitoring .
L ‘ i frameworks republisher

S c-central ‘ c-collector H c-store
c-compute < o
RPC lRPC (
c-api
//I ’L_"‘\_\SZ‘ X )

hypervisor public producer
API API
P i N sensor
4

nova-compute 1 ‘ ‘ glance ‘ cinder ‘
4
% a r L y

OpenStack Cloud with Monitoring

Image source: openstack.org

*Aceto, Giuseppe, et al. "Cloud monitoring: A survey." Computer Networks 57.9 (2013): 2093-2115.



Summary of Monitoring Distributed System

e Architecture
e GMA by Global Grid Forum

* Taxonomy
e Level0-4

e Extension for the cloud
e Work with hypervisor



Bioinformatics Applications in
The Cloud



Outline

e Related work

 Parallel processing (Hadoop/MapReduce)
 Scientific workflow



Parallel Processing
mm-s

>seq1 based on new line. |>$€93
AACCGGTT GGTTAACC
>seq2 >seqd
* MapReduce CCAAGGTT TTAACCGG
StreamPatternRecordReader splits
¢ I n d e pe n d e nt se pa rated ta S ks chunks into sequences as keys for
the mapper (empty value).
L >seq1 >seq3
C I O u d C I u Ste r AACCGGTT GGTTAACC
. >seq2 >seq4
e resizable CCAAGGTT TTAACCGG
v v
BLAST BLAST
Mapper Mapper
BLAST output is
written to a local file.
part-00000 part-00001
v
DFS merger

Example of MapReduce in BLAST search

Image source: Matsunaga, Andréa, Mauricio Tsugawa, and José
Fortes. "Cloudblast: Combining mapreduce and virtualization on
distributed resources for bioinformatics applications." eScience,
2008. eScience'08. IEEE Fourth International Conference on. |EEE,
2008.



MPIBLAST

 BLAST runs a search algorithm
with a database segmentation
on Beowulf cluster

e Database segmentation using
Messaging Passing Interface
(MPI)

 No fault tolerance

Speedup

I LinearSpé&dup -
mpiBLAST, Green Destiny ------

20 40 60 80 100 120
Number of processors

Speedup of mpiBLAST
(300kb query sequences, 5.1GB database)

140



BLAST 960 long sequences against NR
O u + Ideal —a— 2-site Hadoop 30f
60 T ——3ite MPI 301 —%— 2-site Hadoop 1f

=— 2-site MPI 1f +— local Hadoop 30f
local MPI 30f
local MPI 1f

local Hadoop 1f

Speedup

e Better performance than . o
mpiBLAST (not significant) = -

0
0 10 20 " bsof 40 50 60
I umaper ot processors
® Fa I | U re rECOVE ry by M a p Red U Ce BLAST 960 short sequences against NR
60 s |cleal —a— ?-site Hadoop 30f e
. —+— 2-site MP| 30f —»— 2-site Hadoop 1f ’
= -si f —a— | f -~ =
* Xen VMs on two regions e e o

local MPI 1

Speedup

0 10 20 30 40 50 60
Number of processors

Speedup curves for CloudBLAST (Hadoop) and mpiBLAST

Image source: Matsunaga, Andréa, Mauricio Tsugawa, and José Fortes. "Cloudblast:
Combining mapreduce and virtualization on distributed resources for bioinformatics
applications." eScience, 2008. eScience'08. IEEE Fourth International Conference on.
IEEE, 2008



CloudBurst

* |s a read mapping algorithm using
map() and reduce() functions

e Runs on Amazon EC2

e 30x faster than RMAP (short-read
mapping software)

e Better performance with more
vCPUs (32 bit dual core 3.2 GHz
Intel Xeon)

e 7M short reads to human genome
(3Gbp)

Running Time on EC2
High-CPU Medium Instance Cluster

2000
1500
1000

500

Running time (5)

24 48 72 06
Number of Cores

Comparison of CloudBurst running time on EC2

Image source: Schatz, Michael C. "CloudBurst: highly sensitive read
mapping with MapReduce." Bioinformatics 25.11 (2009): 1363-1369.



Crossbow

Cloud Cluster

o Genotyping program using BOWtie’ _Reads Genome into Bins Aligri:%nts _SNPﬁ
SOAPsnp and Hadoop e = =
e Larger input data with more » S
compute resources than — * N’ =
CloudBurst D v dEE @ - B
e 2.7 billion reads — 103 GB Ser = =
e (385x bigger than CloudBurst) Clous Coue
e 320 vCPUs on 40 workers ——7 et T =T iemet
* Per 8 cores Xeon E5-2680 2.80 GHz ey
* TWO issues
* Input data transfer to the cloud Map-Shuffle-Scan framework used by Crossbow

e Expertise to applying apps on Hadoop

Image source: Schatz, Michael C., Ben Langmead, and Steven L. Salzberg.
"Cloud computing and the DNA data race." Nature biotechnology 28.7
(2010): 691.



Scientific workflow

ann Galaxy
A 4= ]+ [0 hep rmain g2 bu pu.edu/ roat © W Qr Cac

Analyre Data Workfow Data Libraries
Tools Filvar m Hn:lnr-r :l;n;t-
Get Data 14: Draw phylogeny en
Send Data Filker: data 17
ol e ENCODE Tools Lsi 1] 13: Draw phvisgeny on @ § 3¢ [N

. Lift-Over Query missing? See TIP below Iﬁlll.ll
Text Manipulation With following condition:
Conrert Formata 5/fcl0 >= 0.95 mlia.f.lﬂ.lm' : [ -3
FASTA manipulation e —_ o agnostic rank on data 1
Filtet and Sort To fkser for am arbitr g s the Sakdct |u_ﬂm_ - =

. Ipin, Subtract and Group diagnostic rank on data 9

. Extract Features { Exmute |

feich Sequences : 1 10: Fetch taxonomic @ 7 3
Double equal signs, ==, must be used a8 “egual to

et Cenamic Scores 2.9, €1 == 'chr22")

Ooeraie on Genomic intervals . .

© TP Aempting to apply a filtering conditian may fepresentation on data 7
Sradiatics throw exceptions (f the data type (2.9, string, integer)
Graph/Disnlay Data s ety five: o S e Bk Wiured) s Rk

LRMwthin el ®FK8

Rasienal Vacation appropriate for the condition e.g., altempling certain e
numerical caiculations o Strings). If an exception s
Multiple regression threwn when apalying the eonditian to a line, that line 62,647 lines, fonmat: @buar,
Exolution % skipped as invabid for the filter condition. The database:
Metagenomic analyses number of imvalid skipped lines Is documented in the info: Filtering with c5/c10 >=
. b resulting histery ftem as a “Condition /data isie” 0.95,
. EMBOSS fepe 1.75% of 3581932 lines.
* ) TIP: if your data is not TAB defimited, use Tear yl 1=17
NGS TOOLBOX BETA Manipulation- >Convert
Tags:
NGE OC and manipulation
NGE: Manoins Symax blast x | ftering x | .4

]
ooty The fifter tool aliows you to restrict the dataset using Annotation:
MGS: Peak Calling simple conditional statements. This dataset contains blast hits
within 5% of the maximum
Columns are referenced with ¢ and a number, For bitscore
example, c1 refers to the first column of a tab-
delimited file

® Make sure that multi-character operators contain TEAMCASTT  Sanple 4 fate TEARCA4TE
no white space { e.g., <= is valid while < = is not

e Works with cloud platforms B e (|| S

= Non-numerical values must be incladed in single STALGAUTF  fanple 2 tate triemed |
o double guotes [ &. VBATAINTF  fanple § Hate UBATAZ4TE

« Fitering condmion can include logical operators, [l || [ -
but make sisre operators are all lower case |
.9, fel!="chrX" and cll="chr¥") or not ch=s='s" )

%

Lslwihin ofmax @7 )
Example 54,458 limes, foemat: tabular,
database: 7
s cl=="chrl’ ssleers lines in which ehe firsr calumn info: Filering with e5/cl0 ==
is chri .55,
® 3-c2<100%c4 selects Iines where sublracting kept 1.43% of 3812372 lines,
column 3 from column 2 is bess than the valwe of 3 i L :
column 4 times 100 =

Galaxy workflow

Image source: Goecks, Jeremy, Anton Nekrutenko, and James Taylor. "Galaxy: a
comprehensive approach for supporting accessible, reproducible, and transparent
computational research in the life sciences." Genome Biol 11.8 (2010): R86.



Galaxy Workflow System

Accessibility
e Public web service

e Data import (local or data warehouse e.g.
UCSC)

e ToolShed (software repository)
Reproducibility

e Recorded workload

Transparency
e Public repository to share experiments
and tools

CloudMan runs Galaxy on Amazon
EC2

Crossbow, CloudBurst on Galaxy tools

Galaxy pages

Image source: Goecks, Jeremy, Anton Nekrutenko, and James Taylor. "Galaxy: a
comprehensive approach for supporting accessible, reproducible, and transparent
computational research in the life sciences." Genome Biol 11.8 (2010): R86.



Galaxy on the Cloud

e Cloud Access e @ { D s N

—— E [t | sy [t | [ vermsstion
* CloudMan = o et
 Galaxy Compute Cluster T; e | [FRE] |
e CloudBioLinux o = | &_?E_S;Qé_,m ==
* Suite of bioinfomatics software T = I - A
* Amazon EC2, Eucalyptus, or S el ?wr @.{7@ '''''' @:
VirtualBox TEAR SRl

\__‘ﬂ-\_.__,-

oy

* Data Transfer
_ Architecture of Cloud-based bioinformatics workflow
e Globus Transfer (GridFTP) olatform

e Cloud Storage (like Amazon Public
Image source: Liu, Bo, et al. "Cloud-based bioinformatics workflow platform for large-

Data SetS) scale next-generation sequencing analyses." Journal of biomedical informatics(2014).



Cloud-enabled bioinformatics platforms

Name | Year | Description ‘ Application tools

Cloud BLAST 2008 | Combining MapReduce and Virtualization on Hadoop, ViNe, BLAST
Distributed Resources for Bioinformatics Applications

CloudBurst 2009 | highly sensitive read mapping with MapReduce MapReduce, Amazon EC2

Crossbow 2009 | Searching for SNPs with cloud computing Hadoop, bowtie,

SOAPsnp, Amazon EC2

Myrna 2010 | Cloud-scale RNA-sequencing differentialexpression Hadoop, Amazon EMR., HapMap
analysis

Galaxy 2010 | Galaxy: a comprehensive approach for supporting Python, web server, SQL database
accessible, reproducible, and transparent computational
research in the life sciences

Galaxy 2010 | delivering cloud compute clusters Amazon EC2, Bio-Linux, Galaxy

CloudMan _ _ -

AzureBlast 2010 | A Cﬁsecﬂltucgf of Developing Science Applications Azure, BLAST
on the Clou

CloudAligner 2011 | A fast and full-featured MapReduce based tool CloudBurst, MapReduce, Amazon EMR
for sequence mapping

CloVR 2011 | virtual machine for automated and portable sequence VM, VirtualBox, VM Ware
analysis from the desktop using cloud computing

Cloud BioLinux | 2012 | pre-configured and on-demand bicinformatics VM, Amazon EC2,
computing for the genomics community FEucalyptus, VirtualBox

FX 2012 | an RNA-Seq analysis tool on the cloud Hadoop, Amazon EC2

Rainbow 2013 | Tool for large-scale whole-genome Crossbow, bowtie, SOAPsnp,
sequencing data analysis using cloud computing Picard, Perl, MapReduce

BioPig 2013 | a Hadoop-based analytic toolkit for large-scale Hadoop, Apache Pig
sequence data

SeqPig 2014 | simple and scalable scripting for large sequencing Hadoop, Apache Pig
data sets in Hadoop

SparkSeq 2014 | fast, scalable, cloud-ready tool for the interactive Apache Spark, Scala, samtools
genomic data analysis with nucleotide precision
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