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*Resource: An entity that can be initialized and controlled by modest external state but may initialize and control services which may require

much higher state
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Software:
Released with Naradabrokering (http://www.naradabrokering.org) in Feb 2007

Currently being used as a Grid Builder tool to deploy grids dynamically and remotely
(Courtesy: Rui Wang, Anabas.com)

Full Paper:

http://grids.ucs.indiana.edu/ptliupages/publications/
mgmtArchitecturePaper-hpdc.pdf
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