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Community Grids Laboratory Summary
The Community Grids Laboratory (CGL) was established in July 2001 as one of Indiana University’s Pervasive Technology Laboratories. It is funded by the Lilly Endowment with a roughly equal amount of funding from federal sources and it is located in the Indiana University Research Park (Showers) in Bloomington. Its staff includes Director Geoffrey Fox, three Research Associates, two software engineers, and 16 PhD candidates. We have a visitors program and currently two Chinese scholars are visiting CGL for a year supported by their government.
The students participate in Indiana University’s academic program while performing research in the laboratory. Seven CGL students have received their PhD since the start of the lab and we expect around 12 more students to graduate over the next 18 months. We stress the importance of CGL students and staff attending conferences and writing scientific papers and CGL has published over 200 papers (mainly in conference proceedings) since its inception.
The Laboratory is devoted to the combination of excellent technology and its application to important problems. We believe that e-Business and e-Science will grow in importance and imply global virtual communities. Our technology focus, Grids, is the enabling infrastructure for distributed enterprises and the Cyberinfrastructure for distributed science and engineering. Building communities is an important application of Grids and integrating peer-to-peer network ideas and people into the Grid is a key feature of our work. Much of our innovative research exploits the observation that computers and networks are now so fast that one can use new and more transparent architectures and protocols and move from inflexible hardware to modular flexible software solutions. We also see a blurring of computers and the Network as our systems get more and more distributed. 

In all areas of our work, we aim at international excellence and so participate in many activities around the world. In 2005, we were invited to give talks in 10 international  meetings, played a leadership role in organizing and participating in the Global Grid Forum meetings and serve on advisory councils for the well regarded UK e-Science program. We also serve on committees guiding several major conferences in the Grid and computational science areas and in particular chair program committee of the major Asian meeting GCC2005 to held in Beijing in December.
Cross-disciplinary research and linkage of technologies with applications is an important feature of CGL Research. Here our current emphasis is in earth science, fusion physics, particle physics and material science where we have funding from DoE, NASA and NSF. The SERVOGrid team is developing the Solid Earth Virtual Observatory with the architecture coming from CGL and supporting earthquake predication; we recently received a NASA Tech Brief Award for this. We are developing other opportunities in education, biocomplexity, apparel design, digital film production and sports informatics.  We lead a significant NIH funded activity CICC, Chemistry Informatics and Cyberinfrastructure Collaboratory that involves CGL, the School of Informatics (at IU and IUPUI) and the IU Chemistry department. This is one of six exploratory centers nationwide funded by NIH to explore the issues on the interface of chemistry and Informatics. We are using our international contacts to link our work to those of the major Chemistry and Bioinformatics e-Science projects while we will work closely with Lilly and other key industry players. 
We worked with our spin-off Anabas on the applications of Grids to military applications and in particular the department of defense’s NCOW or Network Centric Operations and Warfare architecture for their new GiG or Global Information Grid. This work involved an industry partner Ball Aerospace to ensure its application relevance and Anabas was recently asked to submit a phase II SBIR (Small Business Innovative Research) proposal to produce a commercial prototype of Grid middleware suitable for NCOW. We will also give a keynote talk and tutorial at a major IEEE conference for this area in October this year. This work has special emphasis on real-time systems with sensors and collaboration as critical. We also see our Grid of Grids concept as important in supporting the well known systems of systems that are common in DoD. We obtained funding in this area from NSF, AFRL (Air force Research Laboratory) and the SBIR program.
CGL has been committed to broadening participation and has worked for several years with minority serving institutions (MSIs) to help them contribute to and benefit from advances in information technology. Fox was appointed as Visiting Scholar for Cyberinfrastructure (CI) Development for the Alliance for Equity in Higher Education in recognition of such activities. We were recently funded by NSF with Fox as PI but funding coming through Alliance to establish the Minority-Serving Institutions Cyberinfrastructure Institute which will link the leading national projects and leaders in cyberinfrastructure to faculty, students and administrators of MSI’s. Through the three member organizations that comprise the Alliance (the Hispanic Association of Colleges and Universities, the National Association for Equal Opportunity in Higher Education, and the American Indian Higher Education Consortium), at least 335 Minority Serving Institutions could be impacted under full implementation of this Institute.  Our initiative will provide a model for the development of the MSI capacity to prepare underrepresented minority students for a future in CI-enabled science, the knowledge-based economy, and the scientific professoriate.  Currently, MSIs are a significant source of science talent producing one-third (33 percent) of the minority baccalaureates in science.  This is critical for the nation’s future STEM (Science, Technology, Engineering and Mathematics) workforce and the nation’s global leadership in science and engineering. We intend to link this work with our work in online Internet classes and to the “Education Grid” that we hope to establish linking middle and high schools in Indiana to the nation’s cyberinfrastructure.
The heart of CGL’s activity is in developing its core software technology which is driven by applications discussed above. We have learnt that technical brilliance is only one criterion for success but for example ease of adoption, sustainability and adherence to standards are equally important. We have a core architecture effort developing the Web services approach to Grids and integrating Grids with peer-to-peer systems. We have systematically developed the messaging needed for Grids and for the linkage of different components of desktop applications in our Message-based Model View Control (MVC) architecture. Our open-source NaradaBrokering software is a powerful infrastructure which we have used extensively in Grids and collaboration applications replacing in the latter case the Java Message Service of our original systems. We obtained funding from the UK OMII (Open Middleware Infrastructure Institute) to build messaging capabilities for Grids. GlobalMMCS provides a higher-level message management including the software multicast used in collaboration and gateways from the traditional H323, SIP and Access Grid messaging used in collaboration. We have a major focus on the user interfaces (portals) to Grids where we lead the national OGCE (Open Grid Computing Environments) project. An important result of our NASA funded SERVOGrid project was the development of standards compliant OGC (Open Geospatial Consortium) Geographical Information System grids. These have seen substantial interest from the defense and homeland security communities. We believe that all such core software should be open source and followed this approach starting with the release of our first Lilly funded project – the HPJava parallel computing environment.
Director of CGL
Fox received a Ph.D. in Theoretical Physics from Cambridge University and is now professor of Computer Science, Informatics, and Physics at Indiana University. He is also director of the Community Grids Laboratory of the Pervasive Technology Laboratories at Indiana University. He previously held positions at Caltech, Syracuse University and Florida State University. At Caltech he was Professor of Physics, and at times executive officer (department chair) for physics, Dean for Educational Computing and Vice Provost for computing. Since 1983 he has led and participated in several major computational and computer science research projects. He has published over 500 papers in physics and computer science, supervised 43 PhD theses and been a major contributor to four books. Fox has worked in a variety of applied computer science fields with work on theoretical, experimental and computational physics evolving into contributions to parallel computing and now to Grid systems. En passant, he worked with many different application scientists, recently with earthquake scientists, on symbolic manipulation with Stephen Wolfram and on Complex Systems as part of CNS (Computation and Neural Systems) option at Caltech of which he was co-founder. He started two small companies and is actively involved in one of them Anabas at the present. Fox is a member of the steering group of the Global Grid Forum with a focus on developing a new emphasis on supporting community activities. He serves on the technical advisory groups for both the UK core e-Science activity and its OMII software project. He has been the editor since its inception 17 years ago of the journal Concurrency and Computation: Practice and Experience. Its 2005 volume is scheduled for 1850 pages in 15 issues. 

CGL Technologies Supporting Science Gateways

Using Grid technologies to form virtual scientific research communities is a major thrust of the NSF cyberinfrastructure initiative.  Collectively, the tools used to support these communities are referred to as “science gateways.” Standard Grid technologies provide the generic foundation for building these virtual communities, but the application of these tools to computational science problems such as earthquake science requires that we develop a range of new services and user interface technologies that may be applied to specific problem domains.  Geographical Information Systems (GIS) represent an important example of these technologies, with direct applications ranging from fundamental earthquake science research to disaster planning and crisis response.  The Community Grids Laboratory is developing Grid-based versions of many standard GIS services, including the Web Feature Service (useful for managing data archives), the Web Map Service (for generating human-comprehensible maps), and the Sensor Web Enablement services for integrating real-time streaming data sources (such as Global Positioning Systems) with data filters and time series analysis codes.  Our GIS work includes fundamental investigation on Web Service and XML performance.  Our research project web site is http://www.crisisgrid.org.

Another important problem in supporting virtual research communities is the simplification and standardization of client components used to access research tools.  Science gateway communities are often identified by the computational Web browser (or portal) that acts as the front door to the community’s resources.  Web portals represent a common client management environment for science gateways, and a major focus of work over the last several years has been the development of reusable component building blocks (or “portlets”) that enable a portal to quickly be assembled from existing parts.  The Community Grids Lab has lead the way in this development, and we now see an important new challenge in simplifying the development of portlets out of reusable sub-components.  More information is available from http://www.collab-ogce.org.
Technologies for Messaging
NaradaBrokering (http://www.naradabrokering.org) is a popular open source messaging infrastructure built by CGL which has been available for about two years during which it has been downloaded over 1000 times. It is based on the publish/subscribe paradigm, that enables distributed entities to communicate with each other through the exchange of messages. This messaging infrastructure comprises specialized nodes called brokers which perform intelligent routing of messages to interested entities. The system places no limits on the size, rate and scope of information encapsulated within the messages. The system incorporates several services such as - reliable delivery, ordered delivery, secure delivery of messages, access to globally synchronized timestamps and reduction of jitters by preserving time spacing between messages. To cope with large payloads the system incorporates support for compressing and fragmenting large payloads while incorporating services for decompressing and coalescing fragments. Developers can leverage these services to develop sophisticated applications. NaradaBrokering incorporates support for several communication protocols such as TCP, UDP, HTTP, SSL and Parallel TCP: this allows the system to communicate with entities operating in a variety of network realms. The system also supports enterprise messaging standards such as the Java Message Service and generalizes the popular Enterprise Services Bus to the Grid and Peer-to-peer environments. More recently, the system has incorporated support for SOAP and several Web Service specifications such as WS-Eventing, WS-ReliableMessaging and WS-Reliability. GlobalMMCS (http://www.globalmmcs.org) adds high level features such as message sharing and management of sessions using its XGSP (XML General Session Protocol) framework.
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