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ABSTRACT

MATERIALS AND METHODS 
Harp[4] is a Hadoop plug-in made to abstract 
communication by transforming map-reduce programming 
models into map-collective models.
1.Harp has MPI-like collective communication operations 
that are highly optimized for big data problems.
2. Harp has efficient and innovative computation models 
for different machine learning problems.

Harp-DAAL Framework
Interfacing Big data and HPC

Experiments on KNL’s Architecture
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Performance Comparison between Harp-
SGD and Harp-DAAL-SGD

1 2 4 8 16 32 64 128 256

0

100

200

300

400

53.9

25.6

14

7.8

4.5

3.2 3

118.3

59.5

31.4

17.4

9.5

6.2

5.5

80.7

42.9

22.3

11.6

6.2

3.6

2.6 2.4 2.1

437

225

114.1

58.1

29.5

15.1

8.3

6.7

6

Thread Number

T
r
a

i
n

i
n

g
T

i
m

e
P

e
r

I
t
e

r
a

t
i
o

n
(
s
)

hsw-avx

hsw-no-vec

knl-avx512

knl-no-vec

0

20

40

60

80

1

2.1

3.8

6.9

12

16.8

18.2

1

2

3.8

6.8

12.4

19

21.6

1

1.9

3.6

6.9

13

22.5

31.3

34.2

39.4

1

1.9

3.8

7.5

14.8

28.9

52.6

64.8

72.9

S
p

e
e

d
u

p
T

(
1

)
/

T
(
N

)

Fast Convergence 

Harp-DAAL-SGD benefits from KNL’s AVX-512 VPU with
around 3x speedup. There is an overall 1.5x ~ 4x 
speedup over Haswell
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Harp-DAAL-SGD has a better convergence than the 
state-of-art LIBMF library, using 25% less iterations 

It uses 93.5% of KNL’s all 256 threads. 

It benefits from KNL’s High Bandwidth Memory 

Harp-DAAL-SGD accelerates the original Harp-SGD 
by around 20% thanks to faster computation kernels

100

120

140

160

180

200

220

240

260

254

212

E
x
e
c
u
t
i
o
n
T
i
m
e
P
e
r
I
t
e
r
a
t
i
o
n
(
m
s
)

Test for MovieLens with Dim 128 on 2 nodes of Juliet
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HPC hardware Platforms: Haswell CPU, KNL Xeon PHI

HPC Kernels: BLAS, MKL, TBB, OpenMP

DAAL Kernels: MF-SGD, K-Means, LDA
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DAAL[5] is Intel’s open-source highly optimized library 
that helps speed big data analytics by providing 
algorithmic building blocks for all data analysis stages 
and for offline, streaming, anddistributed analytics 
usages. 

Harp-DAAL stands for a new framework based on the
HPC-ABDS concept that a ims to bridge Big Data
Appl ications with HP C platforms and methods. By
interfacing our previous Har p [1][2][3] framework with
Intel’s Data Analytics Acceleration Libr ary (DAAL), we
demonstrate that traditional HPC kernels written in
native C/C++ could well serve in acceler ating Java
written Big data and m achine learn ing applic ations on
emerg ing many-c ore arch itectures such as Intel’s
Knights Landing Xeon Phi processors.

Harp- DAAL aims to prov ide fast machine lear ning
solutions for Big Data applications. We have shown a
better performance than the orig inal Har p framework
on both Haswell CPU and em erging many-c ore KNL
Xeon Phi process ors. Through extensiv e tests on KNL,
highly optimized DAAL k ernels can explo it the threads
and mem ory resources of the new Xeon and Xeon Ph i
architectur es. It shows 4x speedup ov er Haswel l, an
over 90% threads uti lization, as well as a stat-of-art
convergence speed.


