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i) Institutional Summary and Mission 
The Community Grids Laboratory (CGL) was established in July 2001 as one of Indiana University’s Pervasive Technology Laboratories. It was funded by the Lilly Endowment and is located in the Indiana University Research Park (Showers) in Bloomington. Its staff includes Director Geoffrey Fox, three Research Associates, two software engineers, and 16 PhD candidates. The visitor from Korea Jai-Hoon Kim funded by his home university, Ajou, was working with our PDA research project and left in July 2005 after publishing two collaborative papers. Two visitors from China paid by their home country will start one year visits in the next 6 months. Three CGL students received their PhD during this period and we expect around 12 more to be granted over the next 18 months.
The Laboratory is devoted to the combination of excellent technology and its application to important problems. We believe that e-Business and e-Science will grow in importance and imply global virtual communities. Our technology focus, Grids, is the enabling infrastructure for distributed enterprises and the Cyberinfrastructure for distributed science and engineering. Building communities is an important application of Grids and integrating peer-to-peer network ideas and people into the Grid is a key feature of our work. Much of our innovative research exploits the observation that computers and networks are now so fast that one can use new and more transparent architectures and protocols and move from inflexible hardware to modular flexible software solutions. We also see a blurring of computers and the Network as our systems get more and more distributed. 

Cross-disciplinary research and linkage of technologies with applications is an important feature of CGL Research. Here our current major emphasis is in earth science and particle physics but we are developing other opportunities in education, biocomplexity, apparel design, digital film production and sports informatics.  We started in this period a new science Grid project to support computational chemistry grid applications. 

Outreach to minorities – in particular American Indian and historically black colleges is an ongoing important component of our research and illustrated by a Internet class we taught to Jackson State University in Mississippi this spring http://grids.ucs.indiana.edu/ptliupages/jsucourse2005/. Fox was appointed as Visiting Scholar for Cyberinfrastructure Development for the Alliance for Equity in Higher Education (A consortium of all the major minority serving institutions) as a recognition of such activities.
ii-a) Publications and Presentations

In the three years since the founding of the laboratory, members have published over 190 papers and reports. Approximately 40 of these were in reporting period. Further approximately 30 major presentations were also given this reporting period either as invited talks or as conference contributions. This reflects our emphasis on outreach and on encouraging students to submit conference papers and attend if they are selected. We have a very high acceptance rate due to the interest in and quality of our research. 

Fox is writing a new book building on the success of the book published in 2003, “Grid Computing: Making the Global Infrastructure a Reality” co-edited with Fran Berman (head of the NSF Supercomputer center NPACI in San Diego) and Tony Hey (Director of the core UK e-Science program). The new book will be aimed at a broader audience and explain the important applications that Grids can address.
ii-b) Community Recognition
CGL continues its broad international recognition with the excellent publication record and a stream of invitations to give invited talks, serve on program committees etc. During this period Fox has served as Vice-chair for community activities of the Global Grid Forum and is a member of the 4 person management group running GGF. He continues on the advisory boards of both the UK e-Science program and its OMII Grid software activity. He is the major editor of a well respected journal Concurrency&Computation:Practice&Experience which publishes around 150 papers per year.
iii) Activities in January-June 2005
Many of our research projects were started in 2001 and have now reached a stage where they are not “just research or prototyping” but significant systems that can be used in major applications and are becoming quite well known outside the laboratory. Our current plans assume the laboratory might close in the fall 2006-Spring 2007 period if Lilly funding is not renewed. Thus we have stopped all hiring and are aiming to finish PhD studies of all but a few students by the end of 2006 so that we can support them with federal grants after the current Lilly funds end. The final section iv) describes how we expect to finish up our work in this difficult and uncertain fiscal environment.
iii-a) Grid Architecture

We continue to develop the Web service base architecture for Grids and develop an architecture based on message-oriented middleware. At a recent meeting in the UK, we proposed (http://grids.ucs.indiana.edu/ptliupages/presentations/ogsaukjan05.ppt) the “two core” model for Grids so as to incorporate the rather different approaches proposed by major players in the field. We use this architecture to ensure that the major projects described below are developed in a coherent fashion consistent with international best practice. 
iii-b) NaradaBrokering Grid Messaging System

This core Grid middleware is being actively developed and provides a software overlay network supporting high performance reliable communication between multiple Grid and Web services and their clients. We have extensively benchmarked the system showing that a single broker can support several hundred simultaneous clients even for video stream bandwidths.
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The Pattern Informatics earthquake forecasting application is 

integrated with GIS services through workflow tools.

During the last six months, through grants obtained from the United Kingdom to deploy our software as core Grid infrastructure supporting reliable messaging and notification services, we have added support for 3 dominant Web Service specifications viz. WS-Eventing in the area of notifications, and WS-ReliableMessaging and WS-Reliability in the area of reliable messaging. In the past 6 months there have been around 500 worldwide downloads of this software. The major European GridCC collaboration Grid project has evaluated NaradaBrokering and currently expects to base their project on it. We released the formal version 1.0 of NaradaBrokering on July 12 2005 and this will increase interest. This release has around a quarter-million lines of code.
We have secured a three-year funding from the National Science Foundation with collaborators at Florida State University and the University of Minnesota, related to the use of NaradaBrokering in the visualization of large and complex 4D geoscience datasets. The start date for this project was June 1 2005.

iii-c) Portals
The OGCE collaboratory, led by the Community Grids Lab, has been active in several areas.  General areas of work have included the development and documentation of Grid portlets that are compatible simultaneously with different versions of Grid toolkits.  During the current period, we developed an integrated build, test, and documentation environment based on Maven, an open source project from the Apache Software Foundation.  This allows us to build the Grid portal, create the user documentation, run simple unit tests to verify the installation, and create a dashboard of test results.  We have also been very active in outreach, developing and delivering extensive tutorial material.  More information on the project is available from http://www.collab-ogce.org.

Our component-based approach to building Grid portals also allows us to develop plugins in an independent fashion.  The Community Grids Lab developed and is now distributing GlobalMMCS audio/video plugins, as well as Geographical Information System-based map creating tools.
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iii-d) SERVOGrid and Geographical Information Systems
Over the last 6-12 months we have aggressively developed implementations of several specifications provided by the Open Geospatial Consortium (OGC): the Web Map Service, the Web Feature Service, and SensorML.  We have also investigated GIS-compatible information services.  We implemented these following best-practice standards for Web Services, which enable us to integrate these GIS services with our previously developed services for scientific application management.  This work is collected at http://www.crisisgrid.org and detailed in several publications.  

As described above, we have implemented several GIS standards as Web Services so that the may be integrated with scientific application management services to create integrated, distributed meta-applications.  The HPSearch project (http://www.hpsearch.org), developed by CGL, is used to manage these meta-applications.  We initially tackled a relatively simple but very important application (Pattern Informatics) that has been developed by Prof. John Rundle’s group at UC-Davis to forecast areas of increased earthquake likelihood.  This simple application allowed us to identify bottlenecks in our services and debug the general concepts. The user interface for this meta-application is shown in the figure.
iii-e) Collaboration Grids GlobalMMCS
Over the last 6-12 months we have been working very hard to leverage GlobalMMCS 1.0 prototype collaboration Grid and increase its reliability and performance. We enhanced the Java Media Framework(JMF), including an implementation of  JMF wrapper for DivX MPEG-4, extending the JMF to the  Mac-OS platform, introducing screen capturing, and improving JMF rendering performance. We found the JMF 2.0 implementation offered by Sun has very poor rendering performance compared to the Access Grid VIC. By introducing new media filtering pipeline, the video rendering of our JMF is twice faster than Sun JMF and even better than VIC. The stability of Global-MMCS prototype has been greatly enhanced. We also made further steps in supporting the mobile clients, especially smart cellular phones in Global-MMCS. Based on the capability of off-the-shelf phones, transcoding services including video-to-picture and picture-to-video have been added into the system so that the phone can do both image-uploading and image-downloading to interact with regular videoconferencing clients.
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We made extensive performance measurements reported in depth in Uyar’s thesis. 
A new collaborative video annotation capability is being developed. Based on the robust and scalable storage service of NaradaBrokering, all the media stream data and associated annotated meta-data can be synchronized, archived and replayed. We have already built an application prototype called e-Sports, which allows a sport coach and players to view sport videos and collaboratively make and discuss annotations.
Meanwhile, we continue the collaboration with Beihang University to make annual Chinese students interview for Indiana University through our system. We also established a new collaboration with Beijing Sport University and tried e-Sports application for distant training and learning between them and Indiana University’s HPER school.
iv) Future Activities in next 6-18 months

iv-a) Architecture
We will continue to follow the international work both in Grids and Web services with particular attention to technologies to support the streaming real-time applications that we think will be of great importance in the future. We are currently preparing a detailed analysis of how to apply WS-* and OGSA Grid ideas to the NCOW (Net-centric Operations and Warfare) architecture developed to guide DoD’s future combat information technology.
iv-b) NaradaBrokering Grid Messaging System
Efforts in the next 6-12 include incorporation of support for replicated reliable delivery nodes within the system to provide higher-availability, redundancy and resilience to failures. Support for active replays and the ability to pause-and-replay multiple concurrent live multimedia streams is another feature that we propose to incorporate into the system. We are also considering the deployment of the software as a high-performance transport for the Axis Web Service container.

iv-c) Portals
Our immediate goal for the OGCE portal work is to release a Globus Toolkit 4.x compatible version of the portal kit.  OGCE team members are also actively collaborating in several NSF TeraGrid science gateway projects, and we will continue to support this effort.  Our focus will be on supporting the TeraGrid User Portal, the Linked Environments for Atmospheric Discovery (LEAD) portal, and the North Carolina Biology Portal.  One of the most important efforts here will be the integration of Sakai-based collaboration tools (calendars, document managers, shared resources, and similar capabilities) into OGCE-supported portal containers (GridSphere and uPortal).  

We are also beginning a new collaboration with the Knowledge Acquisition Laboratory to help them support their crystallography portal work.  This work is funded by the NSF NMI program, which supports work at both KAL and CGL.  We will provide portal support and advanced design for future versions of the crystallography portal.

The major software development focus of the OGCE effort will be to design “Grid Server Faces.”  The OGCE effort is based on reusable portal components called “portlets” that can be shared between projects.  One of the shortcomings of the portlet approach is that these components are not simple to develop, so we are investigating ways of creating reusable portlet widgets (for hyperlinks, buttons, etc.) that can be reused to quickly build new Grid portlets.

We are currently negotiating a book on Grid portals, to be published by Elsevier as part of their Grid programming series.  Dennis Gannon will be lead author, with Marlon Pierce serving as co-author.  We anticipate approval for the book and expect publication in September 2006.
iv-d) Collaboration Grids GlobalMMCS
While undertaking our initial GIS efforts, we quickly realized that the OGC specifications’ reliance on HTTP for message transport was not feasible for our data requirements: HTTP is too slow and inefficient.  We therefore have begun an investigation of High Performance Web Services, which will build upon the NaradaBrokering messaging substrate as well as state of the art XML message compression techniques.  We are applying these techniques to both archival and real-time data sources. 

We also see an opportunity for leveraging the lab’s experience with audio/video collaboration to make collaborative map servers.  We are currently integrating streaming video capabilities into our Web Map Server, which may then be integrated into the GlobalMMCS system and take advantage of its myriad capabilities.  

We plan to extend the initial workflow work described above by integrating more ambitious applications as a next step.  First, the RDAHMM application, developed by Dr. Robert Granat at NASA JPL, can be coupled to real-time data streams to detect state changes in Global Positioning System (GPS) networks.  We are integrating this with Southern California GPS networks managed by collaborators at Scripps Research Institute.  Second, the Virtual California application (also developed by Rundle) provides an example of a distributed workflow system with high performance computing requirements.
iv-e) Collaboration Grids GlobalMMCS
In the next 6 months, we will release our JMF version, which will include advanced MPEG-4 and H.264 codec, and Mac-OS support. We will develop support for an innovative desktop sharing algorithm developed by Anabas that combines lossy and lossless codecs in an innovative fashion and needs our Grid architecture to be made collaborative. We will mature the video annotation and e-Sports system. Furthermore, we will extend our research on service-oriented multimedia collaboration systems, especially on how to support large-scale media service management and QoS assurance.

v) Activities of Spin Off Companies
Anabas Inc. set up its Bloomington office and is working on a phase I SBIR that it won in the December 2004 Air Force call. This is in collaboration with CGL and Ball Aerospace and will demonstrate how Collaborative Grids can be used by DoD. Anabas will also work with CGL as described in iv-d) in combining their new screen sharing algorithm with CGL’s message and collaboration framework. Anabas is actively designing a new collaborative environment for the textile industry in its new Hong Kong office. This system will enable designers and manufacturers of apparel to collaborate more effectively and so reduce time to market for new fashions. Anabas is evaluating CGL NaradaBrokering and GlobalMMCS technologies for this new product.
Contact Information

Geoffrey Fox: Phone 8122194643 email: gcf@indiana.edu
Community Grids Laboratory

501. N. Morton Street, Suite 224

Bloomington IN USA 47404-3730

http://www.infomall.org
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