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Abstract: Cyberinfrastructure has closely tracked commercial best practices for over a decade. However, we believe there is still much to learn about correct strategies for building distributed systems to support collaborating scientists and related communities.  In this perspectives paper, we review the current state of Cyberinfrastructure and illustrate opportunities that we see if Cloud Computing strategies are adopted. In summary, Cloud Computing is the use of Web Services to control the life cycle of virtual machines and virtual data stores to create a flexible, user-controlled infrastructure.  Huge commercial investments in Cloud infrastructure make it likely that these systems will dominate large-scale computing hardware and software in the next decade.  Furthermore, open source Cloud software is making it possible for universities and research laboratories to build open-architecture clouds for scientific computing and other uses.  We illustrate the applicability and potential advantages of Cloud Computing to Spatial Cyberinfrastructure through two case studies (flood modeling and radar image processing), mapping these projects’ requirements to both infrastructure and runtime capabilities typically provided by Clouds. Our preliminary conclusion from this review is that Spatial Cyberinfrastructure’s requirements are a good match for many common capabilities of Clouds, warranting a larger scale investigation. 

Introduction
This perspectives piece summarizes our views on the next generation of Cyberinfrastructure (CI) generally and Spatial Cyberinfrastructure specifically.  We base these views on experiences from number of relevant projects, including the NASA-funded QuakeSim project (1,2), the USGS-funded FloodGrid project (described here), and the NSF-funded PolarGrid project (www.polargrid.org).  Our lab has developed Cyberinfrastructure software to support these distributed spatial applications, building on our general investigations of Cyberinfrastructure architectures (3).    Applications include Geospatial Information System (GIS) Grid services based on Open Geospatial Consortium standards (4) and real-time streaming Global Positioning System processing infrastructure (5,6). 
We take a broad view of the problems that Cyberinfrastructure (CI) must support.  High performance computing and data storage are just two aspects; we also need to manage real-time data streams, integrate third party capabilities (such as geographic map and data providers), and build interactive user interfaces that act as Science Gateways (7). As we discuss in this paper, we believe the next generation of major CI deployments (such as the NSF TeraGrid (8)) need to provide a broader scope of infrastructure capabilities to their user communities. Cloud Computing approaches discussed here are good candidates for offering the infrastructure and services needed for both deep (computationally intense) science, such as is discussed by Wang in this special issue; and wide (non-traditional) usage, such the wide area GIS service networks discussed by Yang et al. and the GIS field worker case studies discussed by Poore, also both in this special issue.  Spatial CI thus provides a subset of capabilities that spans many of the requirements of CI in general, and so is a good test case for evaluating general CI architectures.
Cyberinfrastructure (CI) is the hardware, software, and networking that enables regionally, nationally, and globally scalable distributed computing, data and information management, and collaboration.  Grid computing is an important subset of CI. In the US, the NSF-funded TeraGrid and the NSF/DOE Open Science Grid (9) are examples of national-scale infrastructure. Internationally, the European Grid Initiative (http://www.egi.eu/) is a prominent example, and the Open Grid Forum (http://ogf.org/) provides international community leadership and standards. An important characteristic of Grid deployments is that they provide network-accessible programming interfaces that allow remote, programmatic access for executing science applications on large clusters and supercomputers, managing files and archives, and getting information about the states of the system components. These interfaces are typically built as Web services.  Prominent examples of software (middleware) used to provide these services include the Globus Toolkit (10), Condor (11), and gLite (glite.web.cern.ch).  Higher-level capabilities can be built on these basic services.  Examples include workflow composing tools (12,13), which compose basic services into higher order applications; and science gateways (7), which provide Web interfaces to services and workflows that are suitable for a broad range of users (researchers, students, and the general public).  This service-oriented approach is generally compatible with, for example, the Open Geospatial Consortium’s suite of service specifications, particularly the Web Feature Service and Web Map Service, as discussed by Yang et al. in this issue.  Ideally, one may build higher-level applications out of a toolbox of third party services backed up by persistent Cyberinfrastructure; we formerly termed this the “Grid of Grids” approach (3).
 The problem that we see is that there is no national scale real infrastructure to provide the foundation for the comprehensive cyberinfrastructure vision of the well-known Atkins report (14); that is, as we will elaborate, there is no "infrastructure as a service" in today's CI. The current flagship deployments of Cyberinfrastructure in the US are dominated by the requirements of batch-oriented computing and high-end, high performance computing.  Arguably the NSF DataNet funded projects such as DataONE (https://dataone.org/) may address the data-centric needs of Cyberinfrastructure that are crucial to much of Spatial CI, such as long-term storage and preservation of observational and experimental data and their processing pipelines, but this NSF program is still new.  In this paper, we argue for the adoption of Cloud Computing approaches to CI, which offer a broader approach to infrastructure than today’s Grids. Cloud Computing-like infrastructure is of particular interest to Spatial CI applications, so there is an opportunity for Spatial CI to provide important use cases that help clarify what capabilities that a general-purpose, end-to-end CI deployment should provide. We illustrate these requirements through two small projects, FloodGrid and the PolarGrid.  First, however, we will review Cloud Computing.
Cyberinfrastructure and Cloud Computing
There is an ongoing debate about the precise definitions of Cloud Computing and how it can be differentiated from Grids. Following (15), clouds are notable for their elasticity (ability for users to scale resources up and down) and for new platform features like distributed table data storage and the map-reduce programming model. These are not inconsistent with goals of Grid Computing, but in practice most Grid work focused on areas like virtual organizations that arise when one links resources and people across administrative domains. Large commercial clouds are geographically distributed but federate systems that have similar processes and management and so do not face many issues tackled by Grids. Some concepts, including service oriented architectures and workflow for scientific computing, were pioneered by grids and are equally important for clouds.
Academic surveys and initial investigations of clouds are available from (16,17, 18), and Clouds from a Grid perspective are discussed in (19). A key distinguishing feature of Grids is the “virtual organization” (20).  Grids are designed to support virtual organizations that federate multiple real, independent organizations with heterogeneous resources. In contrast, commercial Clouds are controlled by single entities (corporations such as Amazon, Google, or Microsoft), and the virtual organization problem is not central. This may change as more resource-limited organizations (such as universities) stand up campus Clouds. Instead, Clouds expose a more user-centric view of their infrastructure: service agreements are between the user and the cloud provider, rather than between two resource providers attempting to federate themselves. We will focus on two specific aspects of these user-centric capabilities of Cloud services: Infrastructure as a Service and runtime Software as a Service. 
Infrastructure: At the lowest and simplest level, clouds may be defined as Web services that control the life cycles of virtual machines and virtual storage. A virtual machine is a software implementation of a computer than runs on a real computer; it can have a different operating system, software stack, and network address from its host.  Clouds providers use virtual machines to provide "Infrastructure as a Service". Through Web services and virtualization, users create and control their own computing resources on remote cloud centers.  A simple but powerful extension of this idea is for the virtual machines to come with software packages preconfigured.  For example, one may imagine checking out a virtual machine or cluster that comes pre-configured with geospatial software (Web Map and Feature services, collections of data sets such as demographic and environmental data, and analysis software) needed for a particular investigation or to provide a particular service to a community.   
Less well known than the virtual machine but at least as important for Spatial CI is the virtual block storage device.  The best example of this is Amazon’s Elastic Block Store, which can be attached to a virtual machine to provide additional file space. These attached file systems do not need to be empty. As Amazon’s public data sets illustrate (aws.amazon.com/publicdatasets/), users can create libraries of public and community data sets (files or databases) that can be checked out from the Cloud by individual users.  The applicability of these services for hosting distributed GIS data sets and services (see again for example Yang et al in this issue) is apparent. Additionally, the major Cloud vendors all have very scalable but flat data management capabilities as part of their infrastructure. Examples include Google’s BigTable, Microsoft Azure’s Table Service, and Amazon’s SimpleDB.  These lack the full functionality of relational databases but work very well as extremely scalable Cloud spreadsheets.  Google Maps and Google Earth are prominent GIS applications using BigTable, and Google Fusion Tables (http://tables.googlelabs.com/) includes an interesting set of GIS capabilities.
Although we have focused on commercial cloud infrastructure, it is possible to set up a cloud using Open Source software on existing server farms and clusters.  Example software includes Eucalyptus (23), Nimbus (21), and OpenNebula (www.opennebula.org).  Production academic cloud installations based on these and related technologies are becoming available.  The NanoHUB project at Purdue University, based on HUBzero middleware, is one of the most prominent (22). 
Virtualization does come with a price: virtual machines currently introduce significant communication overhead and do not support the fastest network connections such as Infiniband. This will effect closely coupled parallel applications built with the Message Passing Interface (MPI), which commonly run on the NSF TeraGrid. We review these overheads in (27).  We expect that the largest, most closely coupled scientific parallel problems will continue to run on very large clusters built with advanced rather than commodity architectures (see for example the NSF funded Blue Waters supercomputer, http://www.ncsa.illinois.edu/BlueWaters/), but many other computations are better suited for running on Cloud resources, as we discuss next. 
Runtime management: Although one may want to use a Cloud to outsource infrastructure at the operating system level, it is also desirable to have higher-level tools that simplify parallel computing and scale extremely well for certain classes of problems.  This is an example of what is commonly dubbed "Software as a Service".  Apache Hadoop is a relevant example. Hadoop is an implementation of two ideas promulgated by Google: the Google File System and Map-Reduce (25). Strictly speaking, Hadoop and its competitors don’t need to run on virtual machine-based infrastructure, but the two are a good match (see for example Amazon's Elastic Map Reduce, aws.amazon.com/elasticmapreduce/). Map-Reduce and its competitors (prominently, Microsoft’s Dryad (26)) are designed to solve the world’s largest data-file parallel problem, search. Map-Reduce is an approach for managing computing tasks in distributed environments for certain classes of parallel problems: those associated with fragmentable data sets. Although it can be applied to a wide range of problems (24), it generally is designed to support data-file parallelism; that is, we need to apply an operation or a sequence of operations to huge input files that can be split into smaller fragments on distributed file systems.  The individual operations need little or no communication with each other. In contrast, traditional parallel programming, based around the Message Passing Interface (MPI) is better suited for tightly coupled applications with significant inter-process communication. The notion of file parallelism can be generalized to network streams and other standard input/output mechanisms.  Processing and mining sensor streams in a large sensor Web are obvious applications for stream data parallelism in Spatial CI.  Although not supported by Hadoop, this is an intended feature of Dryad and has been explored by research groups (27, 28). The relevance of both Cloud infrastructure and runtimes to Spatial CI should be clear, and we will next look at relevant examples. 
Case Study #1: Flood Grid
To facilitate and improve flood planning, forecasting, damage assessments, and emergency responses, the USGS-funded FloodGrid project (a collaboration between the Polis Center, www.polis.iupui.edu and the authors) has prototyped an integrated platform for inundation modeling, property loss estimation, and visual presentation. Rather than centralizing all capabilities onto a specific platform, we have developed this system following open service architecture principles, packaging functionalities as Web Services and pipelining them as an end-to-end workflow.  Integration is achieved via a Web interface that manages user interactions with services. This is an example of a relatively simple Science Gateway.  As we review here, even this simple system combines real-time data services, computational services, and GIS information and data services. We build some of these services and leverage third party providers for others. For a similar system, see (29).
The Flood Grid pilot study focuses on inundations of the White River at Ravenswood area in Indianapolis, using the 2D hydraulic model, FaSTMECH (30), calibrated for the region. Real-time forecast data from the National Weather Service's Advanced Hydrologic Predication Service (http://water.weather.gov/ahps2/hydrograph.php?wfo=ind&gage=nori3) provide initial conditions of the simulation. The Computational Fluid Dynamics General Notation System (CGNS) (31) bridges the computation model and its environmental surface-water applications by providing a standard data format and the framework for exchanging data in that format. A complete Flood Grid study consists of Web Services for flood monitoring, simulation, damage estimation, and visualization. Figure 1 outlines the service stack in such a workflow. 
The river data monitoring service constantly monitors the NWS real-time forecast and starts recording both the flow gauge and the river stage data up to 6 days into the future once a pre-defined flood condition is met. During a flood study, the CGNS input process service infuses such information as initial conditions into the pre-calibrated regional model represented by a CGNS file. The updated CGNS file is in turn fed to the flood simulation service as the input to perform the FaSTMECH simulation, which stores computation results by once again updating the given CGNS file. The CGNS output process service parses the FaSTMECH simulation results and produces rectilinear flood depth grids using nearest neighbor clustering techniques. The loss calculation service overlays the generated flood grids with parcel property data and calculates percentage damages using the Hazards U.S. Multi-Hazard (HAZUS-MH) (www.fema.gov/prevent/hazus) analysis tools. Finally the map tile cache service visualizes the study results in Google Maps.
[image: :::Figure1.tiff]
Figure 1 Flood Grid Service Stack and Workflow.  Each component (gray box) is a network accessible service with well-defined inputs and outputs expressed using the Web Service Description Language.

The core flood simulation service wraps the FaSTMECH FORTRAN computation program using the Swarm job scheduling service framework (32).  Swarm provides a set of Web Services for standard computation job management such as submission, status query, and output retrieval. The simulation service is deployed on the Gateway Hosting Service at Indiana University (33), a virtual machine-based hosting infrastructure. Flood damage estimation and visualization services are developed with Visual Basic .NET, and deployed under Internet Information Services (IIS) by the Polis Center. 
Figure 2 depicts the layout of the user interface on the left, with the corresponding screenshot on the right. Upon registration, a user can run new studies or review an earlier one in the flood studies control center. The execution status of each service in the study workflow is also displayed under this section. For a completed study, simulation results are visualized with Google Maps displaying flooded regions and damaged parcel properties that are obtained from regional Web Feature Services. The map overlay section enables mash-ups with other online geospatial services such as county parcel maps and demographic maps from Social Assets and Vulnerabilities Indicators (SAVI) Community Information System (www.savi.org).  
FloodGrid, as described above, is an example of a "Grid of Grids" federation of several services, rather than a cloud. However, we use FloodGrid to illustrate the advantages of using both Infrastructure and Software as a Service. We map the Flood Grid infrastructure requirements to Cloud Computing infrastructure in Table 1.  An important requirement for FloodGrid’s infrastructure is reliable service hosting to make sure that the services illustrated in Figure 1 are persistently available, with redundancy and load balancing.  It is certainly possible to have these capabilities without using Cloud-based virtualization, but virtualization can be used to build redundancy into the fabric of the infrastructure rather than placing this burden on the developers.  This is the key design feature of the Gateway Hosting Service, an in-house Infrastructure as a Service system.  In two years of operation (from July 2008), FloodGrid's hosted service has experienced 6 outages totaling just under 16 hours.  
[image: :::Figure2.tiff]
Figure 2 Flood Grid User Interface Layout and Screenshot (courtesy of Neil Devadasan, IUPUI Polis Center).

Clouds would also be useful as providers of standard data libraries (CGNS files of hydrological models) through virtual block stores. For FloodGrid, the central piece is a validated CGNS input mesh that models a particular section of a river.  Although only one such model was available to us for the study, one may envision a library of calibrated models for different geographic areas available for checkout from virtual block storage services.  Similarly, standard GIS data sets (parcel and demographic information) can also be delivered in this fashion, coupled to the Web Feature Service that provides them. That is, one would not need to rely upon a third party Web service with its own reliability concerns.  Instead, GIS data providers could provide virtual images of their data and software that can be instantiated by other developers on a Cloud as needed. Finally, we note that the system could use pre-configured virtual machines that include FasTMECH, Swarm, and all supporting software to distribute the system to other groups wanting to run their own versions of FloodGrid.  
Table 1 Mapping Flood Grid infrastructure requirements to Cloud Computing.
	Flood Grid Requirement
	Cloud Computing Capability

	Web Service hosting
	Virtual machine infrastructure 

	CGNS mesh model data 
	Virtual block storage

	GIS data (WFS parcel information, HAZUS-MH)
	Virtual block storage

	FaSTMECH Hosting
	Virtual machine infrastructure; Map-Reduce style computation management (optional)



Case Study Example: Map-Reduce and the FloodGrid Imaging Service. We consider here a use case for applying map-reduce techniques to image rendering of outputs. This is an example of a data-file parallel (or pleasingly parallel) application. The goal is to evaluate the use of these tools to provide a parallel runtime environment rather than modifying the application. The FloodGrid Imaging Service is designed to generate hourly flood depth images, which can be further processed to produce a movie to show continuous changes of flood stages. The CGNS output process service produces hourly flood computation results in a text format. All hourly flood images need to be rendered in a unified color-map to guarantee the visual continuity among images. The result text files are hence scanned to select data points of interested areas and find out the minimum and maximum depth for the unified color-map. 
The imaging service is developed in python, and Apache Hadoop streaming is used to run map-reduce tasks within the service in a small, multi-core and multi-node testbed, described below.  Potentially this testbed could be provided as Virtual Machine images for complete reducibility of our test results. Testing environment: Hardware: three-node cluster, one master node with 2 Dual-Core 3.0GHz Intel Xeon 5160 CPU, 3GB memory, and two slave nodes with 2 Dual-Core 2.33 GHz Intel Xeon E5345 CPU, 2 GB memory.  Operating System: Fedora release 7. Software: Python 2.5, Hadoop 0.20.1 Test Dataset: Hourly outputs from White River flood simulation, 120 text files total, each file contains more than 100k depth data points. Testing procedure: The imaging service runs with Hadoop streaming using different number of mappers and reducers on each node by specifying mapred.tasktracker.map.tasks.maximum and mapred.tasktracker.reduce.tasks.maximum (see Figure 5).

Figure 3 FloodGrid Imagtaing Service performance on a small cluster managed by Apache Hadoop.

Testing results are depicted in Figure 3. In Hadoop, map task and map reduce maximums are the two parameters to control the number of maps/reduces spawned simultaneously on a TaskTracker (i.e. computing node). The default value is 2; that is, a maximum of 2 maps and 2 reduces at a given instance on a TaskTracker. However, there is no way to precisely control the actual number of mappers/reducers running on each node. In this test, we can see the best performance is gained at M5R5; it shows 15% performance gain against the Hadoop default setting M2R2.  Without Hadoop, the imaging service takes 583 seconds to process the given dataset on the master node, 750 seconds on a single slave node, and does not have any capability of utilizing any cluster or multi-core resources. The best performance gained with Hadoop adaptation in the three-node multi-core cluster environment is 270 seconds, roughly 2.16 times speedup over the best available single node (i.e. the master node).  We conclude that Hadoop streaming is an easy way to deploy existing scientific computing applications (compiled Fortran binaries in this case) into the cluster environment, and dynamically allocate computing resources. To gain the best performance in the multi-core environment, Hadoop should be further tailored on a per-tasktracker basis to accurately reflect the hardware on each computing node.
Case Study #2: Polar Grid: Online SAR Image Post-Processing
In this case study, we examine the cloud computing requirements of a common Spatial CI problem: image processing. We are motivated by the need to determine the depth and shape of underlying rock beds beneath the Greenland and Antarctic glaciers (34).  Detailed knowledge of the rock beds is needed to develop new models to replace the inadequate current models of glacial motion.  From the point of view of Spatial CI, these are examples also of data-parallel computing. 
The sub-glacial terrain images acquired from Synthetic Aperture Radar (SAR) reveal ice sheet thickness and the details of internal ice layers over vast areas beneath the 3 KM-thick Greenland ice sheet (35). Approximately 25 TB of raw SAR data are available for processing Polar Grid resources from the 2008-2009 campaigns.  A single research group can manage initial data processing as a one-time exercise since there are generally no optional processing steps that need to be explored.  However, higher-level data products, such as improving the SAR image qualities in post-processing, require human interaction. One main image quality issue is speckle noise. The speckle noise usually appears as random granular patterns, which can reduce the image resolution and give the image a fuzzy appearance. Applying proper filters enhances the image quality and improves the interpretation of sub-glacial structures. SAR image processing is computationally intensive; it is desirable to use a scalable approach for parallel SAR image post-processing. In this pilot project, we have evaluated both the use of map-reduce methods to initial data processing and the service-based infrastructure requirements needed to support the user-driven filtering. Filters are shown in Table 2.
Table 2 Testing dataset and filters
	Data and Filters
	Parameters

	Helheim dataset
	Size: 17023 (w) x 970 (h), ground track: 67 km

	Medium filter
	Horizontal and vertical length (h, v)

	Wiener filter
	Horizontal and vertical length (h, v)

	Fir1 filter
	Cut off frequency (f)



The system architecture is shown in Figure 4. Image processing is done by Matlab scripts, which are complied as a standalone executables.  The standalone executable uses the Matlab Compiler Runtime (MCR) engine and can be deployed royalty-free on clusters with compatible architecture.  This illustrates an advantage of Cloud Computing and virtualization: instead of making a binary for every platform in a heterogeneous resource collection (such as the TeraGrid or OSG), or limiting ourselves to only those machines for which we have compatible binaries, we may instead specify the operating system on virtual clusters. 
The filter computing service is exposed as a Web Service to the web developer. The Web Service has the following parameters: dataset, filter, filter parameters, output image size and image name. The response from web service server returns an image-URL. Users select the dataset, filter and filter parameters through a Web interface. The images with different parameters can be compared side by side, and also the ground track of SAR image is displayed with Google Map, in which the user can trace and check the SAR image along the ground track (Figure 5).   
[image: :::Figure3.tiff]
Figure 4 Polar Grid's Filter Service architecture.
We summarize mappings of the Polar Grid project's prototype infrastructure to Cloud Computing requirements in Table 3. As before with FloodGrid, we need persistent, fault tolerant Web service hosting environments, which should be provided by the Cloud infrastructure providers rather than the Polar Grid developers.  We likewise need to make standard SAR data sets available.  The particular problem to note here is the size of the data: it is prohibitive (unlike FloodGrid) to move the SAR data for image processing on some remote cluster, so we must instead keep the computing power near the data.  On the other hand, the SAR files are data-file parallel and so are good candidates for Cloud runtime tools.  We need to extend the runtime engine (Hadoop, et al) to manage the filters shown in Table 3. These filters are compiled binaries that must be run on a compatible operating system (that is, one with a specific version of the Linux kernel), so virtualization can greatly expand the amount of resources available to us, compared to conventional systems.  Virtualization also is useful for ensuring that the filter images have exactly the right dependencies (particularly the correct version of the MCR).  
[image: :::Figure4.tiff]
Figure 5 Trace SAR image along the ground track.  The user interface is courtesy of Jeff Wood, Elizabeth City State University.
Case Study Example: Hadoop and SAR Image Post-Processing. SAR image processing is a data-parallel problem and so well-suited for map-reduce in principal.  Matlab is a common development environment in many fields, including signal image processing, so it is important to determine if it can feasibly be combined with Hadoop. We perform our evaluation on the same testbed described above.  Matlab and MCR have some special properties that influence the performance in Hadoop. First, we must overcome a mismatch between Matlab's standard input/output mechanisms and the Hadoop Distributed File System (HDFS). Matlab standard input (stdin) and standard output (stdout) are associated with a shell or command window. This means Matlab scripts can’t interact directly with HDFS. As a workaround, we developed a python wrapper to load the SAR input file from Hadoop into the local file system.  After the file is processed, the output images are sent back to HDFS by the same python script.  Second, MCR includes support for multi-cores; however, it will only take advantage of multi-cores in certain computations, such as the FIR filtering operation used in this application. Finally, MCR makes use of thread locking and only one thread is allowed to access the MCR at a time.  Consequently the numbers of mappers and reducers on a computing node do not influence the performance of MCR on Hadoop, which processes threaded computing jobs in the sequential order. 
Table 3 Polar Grid gateway infrastructure mapped to Cloud infratructure.
	Polar Grid Portal Requirement
	Cloud Computing Capability 

	Service hosting
	Virtual machines

	SAR data set hosting
	Virtual block storage

	Individual filter processing
	Virtual machines

	Large scale data processing
	Map-reduce runtime parallelization



In this example, the complied Matlab script works as the mapper, and there is no “reduce” phase. 100 random chosen pairs of filter and parameter are used for the performance test. It takes 1353 seconds for the master node to finish these 100 image-processing jobs. On a slave node, it takes 2553 seconds. In the Hadoop streaming environment, Hadoop distributes computing jobs equally among three computing nodes, and takes 901 seconds to finish, roughly 1.5 times speed up over the best node. Since each node has been assigned an equal number of image processing jobs, slower slave machines impact the performance more. It is possible to develop a customized input splitter that distributes more jobs to the faster master node.  We conclude from this example that Hadoop streaming is an easy way to deploy a data-parallel application built from a Matlab binary. However, a custom wrapper is necessary to stage stdin/stdout data between HDFS and the Matlab application. To improve the performance, frequent file operation should be avoided in Matlab applications. A major drawback is that the total number of computing nodes, instead of computing cores, determines Hadoop streaming performance in this case.   
Conclusions 
In this paper, we discussed requirements of Spatial Cyberinfrastructure and how these correspond to Cloud Computing.  We illustrated these requirements using two small projects developed in a pre-Cloud fashion: the Flood Grid and Polar Grid projects. Our key observation is that Clouds grant more control over the environment to developers through virtualization. This allows, for example, developers to install and control their own software without worrying about version conflicts with developers on unrelated projects. 
Spatial CI is an important subset of a more general CI, spanning the both "deep" and "wide" usage requirements.  We have shown the a number of Spatial CI requirements, such as service hosting, virtual clusters, and virtual data sets, map well to Cloud Computing's "Infrastructure as a Service" model. This important requirement (see for examples the service-oriented Spatial CI (Yang et al), human-centered CI (Siebar et al and Poore), and data management CI described by companion articles) is unmet by current CI deployments such as the TeraGrid. We also examined modeling and processing services with data-file parallelism (such as image processing pipelines), which are examples of common Cloud Computing "Software as a Service" models such as map-reduce. Cloud computing models still need to be applied to a broader class of Spatial CI problems, such as those discussed by Wang and by Helly et al. 
Large commercial vendors dominate Clouds, but there is a growing collection of open source software that can be used to build research clouds.  A challenge for core Cyberinfrastructure research will be to investigate and document open architecture Cloud systems. Spatial CI can and should provide a wide range of important test cases.  
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Figure Legends

[bookmark: _Ref113350079]Figure 1 Flood Grid Service Stack and Workflow.  Each component (gray box) is a network accessible service with well-defined inputs and outputs expressed using the Web Service Description Language.
[bookmark: _Ref113350232]Figure 2 Flood Grid User Interface Layout and Screenshot (courtesy of Neil Devadasan, IUPUI Polis Center).
Figure 3 Polar Grid's Filter Service architecture.
[bookmark: _Ref238973628]Figure 4 Trace SAR image along the ground track.  The user interface is courtesy of Jeff Wood, Elizabeth City State University.
Figure 5 FloodGrid Imaging Service performance on a small Apache-Hadoop cluster.


Table Legends
[bookmark: _Ref113330823]Table 1 Mapping Flood Grid infrastructure requirements to Cloud Computing.
Table 2 Testing dataset and filters
[bookmark: _Ref113353068]Table 3 Polar Grid gateway infrastructure mapped to Cloud infratructure.


FloodGrid Imaging Service Performance
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